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The rise of machine learning in healthcare has significant implications for paediatrics. Long-term conditions with significant disease
heterogeneity comprise large portions of the routine work performed by paediatricians. Improving outcomes through discovery of
disease and treatment prediction models, alongside novel subgroup clustering of patients, are some of the areas in which machine
learning holds significant promise. While artificial intelligence has percolated into routine use in our day to day lives through
advertising algorithms, song or movie selections and sifting of spam emails, the ability of machine learning to utilise highly complex
and dimensional data has not yet reached its full potential in healthcare. In this review article, we discuss some of the foundations
of machine learning, including some of the basic algorithms. We emphasise the importance of correct utilisation of machine
learning, including adequate data preparation and external validation. Using nutrition in preterm infants and paediatric
inflammatory bowel disease as examples, we discuss the evidence and potential utility of machine learning in paediatrics. Finally,
we review some of the future applications, alongside challenges and ethical considerations related to application of artificial

intelligence.

Pediatric Research (2023) 93:324-333; https://doi.org/10.1038/s41390-022-02194-6

IMPACT:

® Machine learning is a widely used term; however, understanding of the process and application to healthcare is lacking.
® This article uses clinical examples to explore complex machine learning terms and algorithms.
® We discuss limitations and potential future applications within paediatrics and neonatal medicine.

INTRODUCTION

The rise of artificial intelligence (Al) and machine learning (ML) as
a routine tool for business, government, and institutions, to better
understand huge volumes of data has also opened doors for
utilisation in healthcare. ‘Big data’ is not a novel concept in
medical research or clinical care, however the ability to process
and understand highly dimensional and longitudinal information
for clinical benefit, is now far more attainable. This review will
discuss the principles underlying ML and how these have been,
and can be, applied to long-term clinical care for the benefit of
patients, illustrating this with the disease models of preterm
nutrition and paediatric inflammatory bowel disease (IBD).

What is machine learning?

ML is a subclassification of Al, consisting of a predefined algorithm
able to use statistical models to learn and discover patterns in
data.! ML can be broadly divided into supervised ML, models that
are instructed to discover patterns related to specific predefined
groups in order to classify individuals, and unsupervised ML,
where algorithms discover groups based on the data without prior
instruction. An example of supervised ML in the context of clinical
care would be developing a diagnostic classification tool for
inflammatory bowel disease, classifying patients as ulcerative

colitis or Crohn's disease based on their distribution of inflamma-
tion at diagnosis.> Unsupervised models look for (new) groups,
with an example being clustering of patients with cystic fibrosis by
underlying clinical variables with the objective of discovering
groups associated with worse or better outcomes.® Important
terms have been defined in Fig. 1.

An overview of machine learning models

There are numerous mathematical models that may be considered
machine learning. The application of these in the correct context
and with high-quality data is vital to achieving interpretable
outcomes. The models are reflected visually in Fig. 2.

Logistic regression. Machine learning incorporates regression
analysis into many different more complex models. Regression
utilises features (typically termed independent variables) to
predict the outcome (dependant variable). Logistic regression is,
in essence, a classification algorithm which uses the logistic
function and fitted model parameters (including weighting) to
determine whether features are able to classify the binary (0 or 1)
outcome correctly. A potential modified use of logistic regression,
used in big population data sets, is propensity score matching.
Here, observational studies comparing a group (or groups) to a
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Glossary

Bagging or bootstrap aggregating— application of bootstrapping in high variance machine learning algorithms allowing for deeper trees. This aims|
to avoid overfitting of models by random sampling, resampling and ‘bagging’ of decision trees together, taking the classification of a group of
trees typically as the input into an overall random forest model.

Bootstrapping— an ensemble algorithm that enables random sampling of data from the original dataset to increase the number of decision trees
that can be constructed, thus increasing the precision of a model.

Boosting— a series of algorithms, that can be applied within other types of model, which have the aim for converting multiple weaker predictors to
a stronger overall prediction model.

Cross-validation— a model validation technique where the algorithm resamples the dataset, using different partitions to develop multiple
iterations of training and testing data across multiple model iterations. Approaches include leave-one-out cross-validation (all potential data
subsets in a dataset), and 2-, 3-, 5- and 10-fold cross validation.

Clustering— grouping related samples together based on the similarity (or dissimilarity) of their features.
Confusion matrix— a 2x2 (or more) summary table of a classification model including true labels and predicted labels.

Decision tree— a mathematical algorithm that determines a pre-defined outcome based on the features inputted. The decision tree determines
the classification based on a decision ‘node’, which itself uses the feature(s) inputted to predict the outcome, selecting the best features to
determine the outcome. Multiple level trees, with multiple decision nodes, will exist for more complex data.

Eigenvector— vital in principal component analysis, the eigenvector is an inherent characteristic of data points where the vector direction is not
changed by linear transformation, but the scale of the vector is altered. Graphically, when a linear transformation alters a data points, the
eigenvector remains pointing in the same direction. The scale by which the eigenvector changes (stretched, reduced or reversed) is the
eigenvalue.

Ensemble— a form of algorithm that use multiple sub-algorithms to improve prediction performance beyond any of the parts from which it is
formed. This includes Random Forest models.

Features— Attributes of an individual coded in the form of numerical data. For example, a patient’s blood test results, height or weight. Features
can be linked to an outcome (such as death, or survival) for supervised machine learning, or be used to cluster individuals without prior
determination of groups- unsupervised machine learning.

High dimensionality data— referring to individuals with more associated data points than total number of individuals. In the context of machine
learning, this refers to data sets with more features than observations (individuals).

Hyperparameter— a parameter which is controlled by the programmer of an algorithm to control the way the machine learning process runs.
Optimisation of the hyperparameters aids the speed, efficiency and reduces overfitting of a model.

Out-of-bag error— when bootstrapping is used not all samples are used in each decision tree. For that tree is therefore possible to use the samples

not used (so called out-of-bag samples) to determine the model performance for that specific model. The mean across all out-of-bag assessments,
across the model can then be used to give a reflection of overall model performance.

Overfitting— the propensity of models to discover patterns in the training data and therefore is unable to fit’ or be applied to new data in a
reliable fashion. Can also be summarised as models being based on the ‘noise’ in a specific data sample, rather than the important features.

Machine learning— a computer algorithm that builds a model from input data, utilising the features of that data. May be supervised, trained to

predict known classifications, or unsupervised, purpose is to discover new clusters or groups. Typically consist of pipelines, a series of pre-defined
actions including gathering and quality assurance of data, inputting of data, running algorithms and outputting of data.

Noise— patterns in the features of a dataset that are irrelevant to the classification task and lead to overfitting of models.

Regularisation— a series of methods for preventing overfitting of algorithms by limiting the complexity of model in the hope it will improve
generalisability.

Training and testing data— a vital split of the initial data set to ensure machine learning models are not tested on the same data they are trained
on.

Further information and definitions can be found at https://developers.google.com/machine-learning/glossary

Fig. 1 Glossary of terms related to machine learning and machine learning algorithms.
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Fig. 2 Visual representation of the more commonly used machine learning algorithms discussed within this article.

reference population, are adjusted for potential confounders
leading to specific individuals being more likely to fall within a
specific group (e.g. receive a certain treatment) based on
measurable characteristics. Comparison can then occur between
individuals within the same propensity score bracket to ensure a
fairer retrospective comparison.

Random forest and decision trees. These are a well-established
classification or regression model. Random forest models consist
of multiple decision ‘trees’, these trees solve problems through
splitting data based on inputted features, for example a tree might
use demographic data to predict a specific outcome (such as risk
of developing a disease), with the tree outputting based on the
data splits occurring within that tree. For example, the splits may
follow that patients who are male, aged >15 years, Caucasian =
have disease, which is that tree’s output. Other decision trees will
reach different predictions due to different data splits (routes
taken through the tree). The outcome selected by the majority of
the decision trees is used in classification, whereas the average
across all trees is used in a regression model. The “forest’ element
involves application of multiple decision trees with bagging (or
bootstrapping) of the sample (and potentially the features), this
helps to avoid ‘overfitting’ of the model to the data where
individual trees find patterns in the data which are not relevant to
the outcome. It is possible to extract feature importance from
models through determining the how each feature performs at
splitting the data through a number of mathematical methods.

Support vector machines. This well-established form of super-
vised machine learning able to classify and regress against
outcome data. Typically applied as binary classifier although may
be applied to multiple outcomes with modification. The algorithm
creates a series of ‘hyperplanes’, which are decision boundaries
between datapoints. The number of features within the model
determine the dimensionality in which the hyperplane is drawn (2
points = a line, 3 points = plane, >4 points = mathematical but
unable to image). The hyperplane furthest from the different
outcome datapoints, i.e. separating the outcomes best based on
their features is the ‘decision boundary’. This is boundary is then
applied to testing data to classify into groups.

SPRINGER NATURE

Neural networks. This model is based on the functioning of
human brains. A neural network consists of connected nodes,
termed ‘neurons’. Each node is connected to other nodes, the
inputs for the initial layer of nodes are features (numerical values
from the input data), with subsequent layers receiving the outputs
of other nodes in the previous layer. Each node has a single
output, which is passed to downstream nodes. The final output
nodes complete the task (typically classification but can be an
unsupervised model), with data potentially passing through many
layers of nodes to reach this point.

Each decision node can be considered like a linear regression
model with input features and weighting of feature importance
related to the outcome. The output of a node is determined by a
threshold value, if exceeded the node will output data, ‘fire’, to the
subsequent layer of nodes or complete the task.

The term deep learning refers to neural networks with >3 layers
of nodes, with the same algorithms as for more superficial neural
networks, but with more decision points.

Clustering (hierarchical, k-means etc.). Clustering of data can be
considered a basic form of unsupervised machine learning. It is a
mathematical way of assessing similarity of data, of which there
are a number of methodologies. K-means clustering is a
commonly applied tool. Here the number of groups are specified
and by calculating iterations of the distance of data points from
the centre of randomly calculated groups of data, points are
clustered to specific groups. The distance between points is
determined by the features of that point.

Hierarchical clustering may refer to bottom-up (agglomerative,
starting with all individual data points and merging), or top—down
(divisive, starting with a single cluster and dividing) clustering. The
distance between points is determined by the features of that
point, and the closer to one another they are, the smaller cluster
they form. Visualisation of hierarchical clustering is typically using
a dendrogram, here each individual point is represented and
connected by lines to all other points. The distance between
points reflects how similar, or dissimilar a point is to another point,
or a cluster is to another cluster. There are a number of ways of
visualising the distance between clusters including maximal,
minimal and average dissimilarity of points (within the cluster).

Pediatric Research (2023) 93:324-333



Dimensionality reduction (principal component analysis (PCA)).
Perhaps not considered a true form of machine learning,
dimensionality reduction algorithms aim to aid visualisation and
understanding of highly dimensional (complex with many
features) data. It can also be used to explore complex data sets
and make predictions related to clustered individuals. PCA is the
best-known method, here the algorithm reduces the data to the
minimal complexity that explains the maximal variance in the data
set. The principal components are the eigenvectors of any feature
matrix, and data sets can be summarised by any number of
eigenvectors. Data can then be visualised in 2D (two principal
components) and 3D (3 principal components) representations.

THE IMPORTANCE OF DATA PROCESSING AND QUALITY
CONTROL

Often machine learning models are seen as ‘black boxes’ for data
processing, with little consideration for utilisation of the correct
model, high quality input data and correct interpretation.
However, it is vital to appreciate that the term ‘garbage in,
garbage out’ is highly appropriate when using machine learning.
The processing and application of machine learning models to
clinical data has some key differences to application of classic
statistical or epidemiological approaches. Ensuring that data sets
are balanced when considering cases and controls (in training and
testing data), and the models are optimised allows for improved
generalisability and widespread application.

The primary consideration before applying data to a machine
learning strategy is the appropriateness of the model, and
whether conventional statistics would be appropriate. Choosing
the correct type of algorithm for a task is paramount to
interpretable, and useful results. The second consideration is the
quality of the data, including consideration of missing data.
Typically, data must be numerical (excluding image and text
recognition). High-quality features relevant to the outcome and
potentially selected based on a priori knowledge, are likely to
result in improved model performance. Splitting data into training
and testing sets, with balanced outcomes between sets, is vital.
Strategies can be employed for unbalanced data sets, such as
resampling. Next, optimisation of the model through assigning
values to the potential variables within the algorithm (bagging
strategies, pruning, classification vs regression etc.) alongside
hyperparameter tuning to optimise speed, efficiency and perfor-
mance of the model, while minimising overfitting. The importance
of optimisation and avoiding overfitting is paramount to the
generalisability of models. In more simple terms, repeated
sampling and resampling of the data (bootstrapping) to maximise
the ability of the model to learn must be balanced against the
model learning unimportant patterns in the data (overfitting),
which prevent generalisability to the testing data.

Finally, once the model has run and optimisation has occurred,
there is the importance of interpretation within the context of the
research question. Asking a focused question at the start of the
process vastly improves the interpretability, and potential clinical
application, of any results.

Metrics associated with model performance on the testing data
are also important to understand. These include relatively simple
assessment of performance such as relative feature importance,
precision and recall (can be visualised as a precision-recall curve and
interpretated like a receiver operator curve) and the F1 statistic
(combination of precision and recall). Certain models, such as
random forest, will produce a confusion matrix which allow
visualisation of the performance when comparing the predicated
classification (from the model) versus the true classification.

Application of the model to external and large data sets ensures
reproducibility beyond the training and testing conditions within
the original algorithm.

Pediatric Research (2023) 93:324-333
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PRETERM NUTRITION—USING CLINICAL DATA TO OPTIMISE
GROWTH

The challenge of nutrition for preterm infants

Preterm infants are prone to poor growth. Despite international
recommendations that their growth should mimic that of the
equivalent foetus in utero, they frequently fail to achieve this pace
of growth.*> The consequences of this shortfall are likely to be
important, with better growth in early life associated with
improvements in neurodevelopmental outcome.®” The growth
of the preterm infant is influenced by numerous factors.” Most
obviously, nutritional intake is bound to be influential. However,
growth is also likely to be influenced by a range of other clinical
features, including antenatal factors, complications of prematurity
(such as bronchopulmonary dysplasia), management strategies
(especially the use of corticosteroids) and pro-inflammatory states
caused by infection. Recent developments in multi-omics
approaches are also beginning to elucidate genomic, metabolo-
mic and microbiome influences on growth. These influences
combine to make a complex landscape, and it can be difficult to
navigate these diverse factors when looking for insights into
modifiable targets for improving growth. Machine learning
approaches are likely to provide powerful tools for understanding
such complex observational data.

Data on the neonatal intensive care unit

Despite the challenges of understanding such a complex field, the
neonatal intensive care unit provides a wealth of opportunities to
gather high quality data. During the course of their clinical care,
preterm infants are subjected to intensive monitoring of their
physiological state and biochemical parameters. Furthermore,
detailed data are routinely gathered to describe demographic
information and their antenatal exposures. Intakes of nutritional
products are carefully monitored. In the UK, demographic details,
antenatal problems, summarised daily management and clinical
outcomes are gathered on the National Neonatal Research
Database (NNRD).” These data undergo quality control but the
reliability of data on the database is variable, with significant
discrepancies in key outcomes (including bronchopulmonary
dysplasia and neurodevelopmental progress) and in aspects of
clinical care, such as the type of milk feeds provided."®'" More
detailed data, including nutritional intake and minute-to-minute
physiological observations have generally been recorded on paper
charts, making it laborious to collate such data into a form
appropriate for statistical analysis. However, there has been a
recent increase in the use of comprehensive electronic clinical
information systems in the neonatal intensive care unit.'”> These
systems can automatically extract and record observations from
monitors and equipment such as ventilators, although efforts to
unify recording of data across different clinical information
systems are in a nascent stage.'® They can also be used to store
clinical data (such as nutritional product intake) in a structured
format, rendering the resulting data much more accessible to
statistical analysis. Simultaneously, genomic, metabolomic and
microbiome methods have become cheaper and more accessible.
The facilities and expertise to store and analyse the resulting data
are also becoming more available. Taken together, these
developments provide an exciting opportunity to gain insights
into the growth of the preterm infants, but such complex data will
require advanced statistical techniques to draw out meaning.

Progress with machine learning

To date, there have been limited attempts to use machine
learning to understand the nutrition and growth of preterm
infants. A structured search of MEDLINE identified eight papers
using machine learning techniques to investigate elements of the
growth and nutrition of preterm infants in the past 10 years,
Table 1. It is notable that six of the eight were published in 2019 or
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later, suggesting that interest in machine learning approaches to
these data has increased in the last three years.

These papers address a wide range of questions. Five focused
on clinical problems, investigating general influences on growth
or the risk of specific complications. One of these papers
addressed the composition of donated breastmilk. Three papers
focused on the microbiome or metabolome and used cluster
identification techniques to discover patterns in the data. The
eighth paper also used a clustering technique, in this case to
explore variations in clinical practice and the influence of these
variations on clinical outcomes.

A recent paper by Lugo-Martinez and co-workers provides the
most comprehensive example of the potential for machine
learning techniques to provide insights into the multiple
influences on the growth of the preterm infant.'* They first
assessed models using clinical data to predict growth failure,
and it is interesting to note that straightforward logistic
regression provided superior models to a random forest
approach in this case. When microbiome data were included,
a hidden Markov model outperformed those based on logistic
regression alone.

This paper, along with the more focused findings of the other
identified studies, highlights the potential for machine learning
approaches to inform investigation into the growth and nutrition
of preterm infants, especially when used in the context of
emerging data acquisition, data storage and multi-omics methods.

PAEDIATRIC INFLAMMATORY BOWEL DISEASE—USING ‘BIG
DATA’ FOR PREDICTION AND PERSONALISED THERAPY
Paediatric IBD has seen a wealth of machine learning effort. The
major challenge in IBD is the heterogeneity of disease, making
predicting complications, disease behaviour and response to
therapy in individual patients, highly complex.'”” Tools to aid
making a precise diagnosis leading to personalisation of manage-
ment are highly desirable, with machine learning frequently
employed in an effort to understand highly dimensional
molecular, biochemical and clinical data.

A recent systematic review identified numerous articles
pertaining to machine learning and IBD.'® While the minority
focus on paediatric patients, the number of studies is expanding
year on year. Here we focus on three key areas utilising machine
learning, classification of disease (and developing new patient
groups), prediction of outcomes and prediction of response to
therapy.

Disease classification and precision diagnosis

Perhaps the vanguard of machine learning in paediatric IBD is to
aid with disease classification. The potential of this strategy is two-
fold, first to classify patients into known disease categories
(supervised classification) such as Crohn’s disease and ulcerative
colitis. Secondly, there is the opportunity to develop novel patient
groups, where clusters are formed based on the underlying clinical
or molecular features, rather than overall phenotype.

Mossotto et al. describe a machine learning method using a
support vector machine with recursive feature elimination to
classify patients into Crohn’s disease and ulcerative colitis
diagnostic subgroups based on endoscopic and histological
findings.> The model was able to classify patients to the clinician
assigned diagnostic subgroup with an accuracy of 82.7%
utilising 8 features (from a possible 20 features). Within the
manuscript the authors also perform unsupervised machine
learning, in the form of a hierarchical clustering and PCA. This
identified four subgroups of IBD, with groups 3 and 4 enriched
for ulcerative colitis and Crohn’s disease, respectively. A further
clustering experiment from the same group identified novel
groupings of patients at the point of diagnosis based only on
blood test results. Ashton et al. demonstrated 12 patient clusters

Pediatric Research (2023) 93:324-333
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based on C-reactive protein (CRP), erythrocyte sedimentation
rate, white cell count, haemoglobin, platelet count, packed cell
volume, albumin and alanine transferase results.'” Within this,
two outlying groups were enriched for Crohn’s disease (high
CRP and low albumin) and ulcerative colitis (normal albumin and
low haemoglobin). A further novel cluster of patients was
characterised by isolated increase in white cell count, with
normal other bloods.

Dhaliwal et al. utilised a random forest classifier to attempt to
create a model able to distinguish between colonic Crohn's
disease and ulcerative colitis.'"® Their model performed with
excellent accuracy on a testing set (100%) and was able to identify
7 features from a possible 28 clinical, histological, endoscopic and
radiological features, important in classification of colonic disease.

Considering novel molecular diagnoses, Ashton et al. utilised
whole-exome sequencing and targeted RNA sequencing of
paediatric IBD patients to determine the impact of variation
within the NOD-signalling pathway.'® Within these analyses they
performed a principal component and hierarchical clustering
experiment, identifying specific groups of patients where pertur-
bation in genes, or gene complexes, translated to clustering based
on RNA expression. These clusters have the potential to represent
precise molecular diagnostic groups, and in turn enable targeted
therapy based on the underlying genetic defect.

OUTCOME PREDICTION

IBD outcome prediction using machine learning is the closest to
clinical application. A number of large prospective cohort
studies have identified predictive clinical, molecular and
biochemical features, associated with complex disease and
disease progression. Kugathasan et al.?® used an inception
cohort of over 900 Crohn’s disease patients to predict which
patients would get complications (penetrating or stricturing
disease). Utilising a competing risk model, a form of conven-
tional statistics accounting for multiple survival outcomes (in
this case inflammatory, penetrating or stricturing disease) but
incorporating a number of clinical and molecular features that
were reduced to principal components including ileal gene
expression and genetic risk scores. The overall model performed
with an area under the curve (AUC) of 0.7 and included age,
ethnicity, disease location and serological features. Hyams
et al.>' performed a similar analysis using a logistic regression
to predict features associated with corticosteroid-free remission
in patients with ulcerative colitis. The team reported a predictive
model with an AUC of 0.75 including clinical (most notably
remission by week 4) and molecular features. Specifically, an
antimicrobial colonic gene signature and presence of Sutterella
bacteria were associated with lower rates of steroid-free
remission at 1 year.

Ungaro et al. adopted a different strategy in patients from the
same cohort used by Kugathasan and colleagues. Here they
employed a random survival forest model (with out-of-bag error
performance assessment) to predict penetrating or stricturing
disease complication in 265 Crohn’s disease patients using 92
inflammatory proteins from blood plasma.?? Considering pene-
trating disease, five protein markers predicted development
with an AUC of 0.79, compared an AUC 0.74 for clinical variables
only. Four proteins predicted stricturing disease with an AUC of
0.68, with clinical features being no better than chance
(AUC 0.52).

Prediction of response to therapy

A further avenue for machine learning application in IBD is to
determine the response of patients to specific therapies. It is
established that even high cost biologics have primary non-
responder rates that can exceed 50%.”> Douglas et al. used a
random forest classifier and microbial sequencing data to
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determine the response to induction therapy.?* They conducted
random forest classifiers for treatment response on a number of
independent data sets, and then combined the top features
from these into a summative model. Within this the authors
report an accuracy of 94.4% in prediction of response to
induction therapy, identifying specific bacterial taxa and KEGG-
pathways predicting outcomes. Jones and colleagues performed
a similar experiment, predicting response to exclusive enteral
nutrition in Crohn'’s disease patients using bacterial function and
composition.?> Again, a random forest classifier was employed
with a leave-one-out cross-validation. When including clinical
features (disease location and behaviour), alongside bacterial
species abundance and richness, the AUC was reported to
be 0.90.

Future applications in IBD

Increasingly there is interest in the use of machine learning for
other applications in IBD. While these are largely in their infancy
for paediatric disease, the use of Al for endoscopy and
histological interpretation, home monitoring apps and drug
design all show promise and remain attractive avenues for
research and investment.! The role of machine learning to aid
clinicians with diagnostics, treatment stratification and improv-
ing outcomes for patients must be at the centre of further
implementation (Table 2).

MACHINE LEARNING—POTENTIAL USES AND FUTURE
CHALLENGES

When considering the application of machine learning techniques,
the question to be answered is all important. Machine learning is
not a panacea for the limitations of conventional statistics, nor will
machine learning methodologies magically discover perfectly
accurate disease prediction models. However, machine learning,
as a concept, does hold great promise and can complement
conventional statistics and study design. The utilisation of
machine learning in highly dimensional data coupled with vast
patient numbers can produce excellent results with real impact for
patients in areas such as image interpretation and drug
discovery.?*?” Acknowledgement of the challenges of frequent
lack of reproducibly and external validation, and moving towards
transparency, standardised reporting and improved understand-
ing of machine learning research, is important to take the next
steps towards clinical impact.?®

Utilisation of real-world data

A major challenge of modern healthcare relates to the vast
quantities of data collected on each patient. This is compounded
in specific care settings such as intensive care, where electronic
patient records are able to collect and store constant physiolo-
gical measurements throughout the patient stay. This challenge
also presents an opportunity for utilisation of machine learning
for real-world data, collated as a routine part of the patient visit.
Beyond this, using tools such as natural language processing and
image interpretation (through neural networks) may allow for
older records to be incorporated into future research. Investment
in improvement of prospective data collection, creation of
resilient and robust databases, and improving overall data
quality will translate to future clinically useful application of
machine learning.

Ethical implications

In an era of big data, there are clear ethical considerations
relating to the use of patient information in research. With
machine learning generally models benefitting from larger data
sets the inclusion of anonymised data is frequent. There has
been recent controversy around sharing of data sets with tech-
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firms such as Google, with millions of individuals having
unconsented records released from the national health service
in the UK, largely for the purpose of development of predictive
machine learning models.>® More widely, prediction models in
paediatric disease frequently utilise molecular data, with the
use of genomics likely to dramatically increase over the next
5-10 years. Ethical implications of broad consent for use of
genomic data has been highlighted by the 100,000 genomes
project in the United Kingdom. Where patients are broadly
consented for research focused on their disease, complex
decisions about feedback of unexpected findings, uncertain
discoveries and unrelated disease must be case by case and
revisited with changing societal acceptance.®® In the context of
machine learning approaches to genomic data this creates even
greater challenges as the drivers of prediction models are not
always clear.?’

Potential applications within paediatrics

Numerous diseases of childhood may benefit from machine
learning, beyond the examples given in this article. Chronic,
complex conditions with high intra-disease heterogeneity are
potential low hanging fruit for prediction modelling. This group
may include many rheumatological and dermatological disorders
where choice of, and response to, immunosuppressive therapy is
important.

Pairing highly dimensional data such as continuous observa-
tions collected during intensive care stays, with outcomes,
admission durations and complications, may be useful in high-
lighting patients at an early stage who require escalation of care,
or who can be discharged to the ward earlier.

Even common seasonal childhood illness such as bronchiolitis,
viral induced wheeze and gastroenteritis may benefit from
machine learning research. Utilising clinical parameters and
discharge outcomes may help to identify factors associated with
morbidity or patients who can be safely discharged.

Figure 3 summarises some of the potential applications of
machine learning for chronic disease, including the opportunity to
improve diagnostics and integration of data from applications or
wearable technology.

Why machine learning is not always the answer

It is important to recognise that machine learning strategies are
not always the answer. Conventional statistics continue to play an
important role, especially in time-series and clinical trial data.
Additionally, there must remain human oversight in key areas
such as prescriptions, clinical advice and image reporting,
although ML is likely to increasingly become an important adjunct
in healthcare delivery. The reproducibility and generalisability of
ML models is a frequent criticism of research. Increasing the
participation of less represented groups in the training of models,
applying models to external data sets and moving towards a
standard of reporting are all key steps in allowing ML to be used
well in healthcare. This is particularly pertinent in paediatrics,
where children’s data is often not represented in large ML
research to date.

A final consideration is how poorly understood ML and Al
concepts are in the general medical field. Improving training to aid
interpretation of research and implementation into clinical
practice is of the utmost importance.

CONCLUSIONS

In this review, we discuss the potential of ML to aid with
management of long-term paediatric conditions, including some
of the basic approaches. We utilise two clinical problems, preterm
nutrition and IBD, to demonstrate the potential of ML to improve
patient care in the future. Finally, we discuss the framework for
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Fig. 3 Summary visualisation of five potential application for machine learning strategies in paediatric chronic disease. This includes
utilisation in (1) diagnostics, such as image or result interpretation, (2) disease outcome and prediction, such as novel groups associated with
complications, (3) improved understanding of pathogenesis, such as interpretation of genomic or microbiome data, (4) drug discovery,
including repurposing medication, and (5) home monitoring, specifically through use of data from applications and wearables. Created with
BioRender.com.
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